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A long-standing debate in evo–devo research concerns the relative role of protein-coding and cis-regulatory regions in adaptation.

Recent studies of genetic adaptation have revealed that the number of substitutions contributing to phenotypic variation is lower

in cis-regulatory than in structural regions, which has led to the idea that cis-regulatory regions are less important in phenotypic

adaptation. However, the number of substitutions is not the only important factor, the “size” of the adaptive contribution of

these substitutions is important too. A geometrical reasoning predicts that, given their lesser pleiotropic effects, cis-regulatory

substitutions should have a larger average adaptive contribution than protein-coding substitutions. Thus it is possible that even

with a lower number of adaptive mutations, cis-regulatory regions may contribute at the same level or even more than protein-

coding regions.
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The Cis-Regulatory Hypothesis
The evolution and development (evo–devo) “cis-regulatory hy-

pothesis” claims that adaptive mutations causing phenotypic (es-

pecially morphological) evolution are more likely to occur in

cis-regulatory (noncoding) regions than in protein-coding regions

of DNA (see King and Wilson 1975; Carroll 2000, 2005a,b;

Wray 2007). There have been several criticisms of this idea, but

even the critics recognize that the strongest point in favor of the

cis-regulatory hypothesis is that mutations in these regions are

largely free from pleiotropic (and thus, probably deleterious) ef-

fects (Stern 2000; Hoekstra and Coyne 2007; Stern and Orgogozo

2008, 2009).

The consequences of pleiotropy for evolution have been ex-

plored theoretically by geometrical frameworks with the Fisher

geometrical model of adaptation (Orr 1998, 2000; Welch and

Waxman 2003). In this model, the effect of a mutation is rep-

resented as a vector in a multidimensional space and pleiotropy

of mutations is represented as the number n of orthogonal phe-

notypic dimensions (Cartesian axes) that the vector can affect

(whose magnitude represents the size of its phenotypic effect;

Fig. 1). Orr (2000) showed that as the degree of pleiotropy in-

creases, the rate of adaptive evolution decreases dramatically as

n−1 (see also Welch and Waxman 2003). Orr (2000) showed

that universal pleiotropy in complex organisms should greatly

reduce the rate of adaptation, calling this effect the “cost of

complexity.” This cost of complexity is consistent with the cis-

regulatory hypothesis, given the higher pleiotropy of protein-

coding portions of genes compared to cis-regulatory regions

(Stern and Orgogozo 2008).

The Number of cis-Regulatory
Substitutions
In spite of traditional expectations, studies of genetic adaptation

have revealed that structural (protein-coding) genes have signals
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Figure 1. Two-dimensional Fisher’s geometrical model contrast-

ing the relationship between mutation size (r, the overall pheno-

typic effect) and selection coefficient (s, the adaptive contribution)

of substitutions affecting quantitative traits (z1 and z2) of a popu-

lation that has an optimum state in O. The first substitution (dark

arrow) has a smaller mutation size (r1) but larger selection coeffi-

cient (s1) than the second substitution (gray arrow), which has a

large mutation size (r2) with small selection coefficient (s2).

of a greater number of mutations contributing to phenotypic varia-

tion than cis-regulatory regions (Hoekstra and Coyne 2007; Stern

and Orgogozo 2008). Hoekstra and Coyne (2007) argued that this

evidence contrasts with the evo–devo cis-regulatory hypothesis,

claiming that genetic data lend little support for the presumed

predominant role of cis-regulatory changes in adaptation (see

also Alonso and Wilkins 2005), while Stern and Orgogozo (2008,

2009) restricted this claim to short-term evolution.

Here we argue that the number of mutations alone is not a

good measure to compare the adaptive contribution of these two

kinds of structures because the average contribution of each mu-

tation may not be the same in both cases. Some time ago King and

Wilson (1975) proposed that changes in regulatory regions may be

larger than in structural genes such that they could explain major

differences between species in spite of the low genetic difference

(1%) found between humans and chimpanzees. This argument has

been criticized many times, given that in this 1% of differences

there are around 60,000 nonsynonymous mutations (Eyre-Walker

2006; Stern and Orgogozo 2008), thus all mutational effects may

be of small size and it would not be necessary to invoke regulatory

changes. However, beyond this criticism the larger size of regu-

latory changes by itself is not argument enough for its centrality

in phenotypic evolution. In fact, a classical geometrical reason-

ing predicts that on the average mutations with larger phenotypic

effects will probably be more deleterious and more unlikely to be

fixed in populations given their lower average adaptive contribu-

tion (Fisher 1930; Orr 1998). Consequently, the relevant measure

to compare the relative evolutionary contribution of two kinds

of mutations is not the average size of the overall phenotypic

effect of mutations but the average adaptive contribution of this

effect (how much the phenotype advances toward the optimum),

typically measured as the selection coefficient of the mutation

(Fig. 1).

The Size of cis-Regulatory Adaptive
Contributions
Geometrical models have also been used to analyze molecular

evolution representing gene pleiotropy as the number n of phe-

notypic orthogonal axes (complexity) in the Fisher multidimen-

sional space (Gu 2007a,b; Razeto-Barry et al. 2011). Under this

framework the equivalent “cost of complexity” implies that on

the average an adaptive process involving more pleiotropic genes

would occur at a lower rate than one involving less-pleiotropic

genes. Surprisingly for us, this geometrical constraint has in-

duced the expectation that “beneficial mutations should be less

frequent in complex organisms” (Martin and Lenormand 2006,

p. 893), and that “mutations that move the phenotype along only

one dimension should contribute to adaptation much more often

than mutations that move the phenotype along two or more di-

mensions simultaneously, that is, mutations that cause pleiotropic

effects.” (Stern and Orgogozo 2008, p. 2160), while the equivalent

conclusion at the protein level can be found in other studies (e.g.,

Hahn and Kern 2005; Ericson et al. 2006; He and Zhang 2006; Pal

et al. 2006; Cooper et al. 2007). That is, several authors have re-

lated the lower adaptive rate associated with higher pleiotropy

with the expectation of a lower number of substitutions con-

tributing to adaptation. However, we claim that an inversion of

reasoning is necessary.

A simple geometrical reasoning shows that the number

of adaptive contributions will be “more frequent” for higher

pleiotropy (or higher complexity) as n1/2 (Box 1, Fig. 2). In fact,

Orr (2000) showed that a major source of the lower rate of adapta-

tion for greater complexity is the lower average distance advanced

to the optimum by an advantageous substitution. Thus for higher

gene pleiotropy a greater number of substitutions is necessary to

travel the same distance toward the optimum, and therefore more

pleiotropic proteins should spend more time in adaptive processes

than less-pleiotropic proteins, each accumulating on the average

“a larger number” of mutations with a smaller adaptive contribu-

tion (Box 1).

If this protein-centered model applies to regulatory regions,

this result suggests that cis-regulatory regions should show lower

rates of advantageous substitutions than coding regions because

they have fewer pleiotropic effects, and not necessarily because
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Figure 2. Ratio between advantageous substitution rate and

mutation rate (k+/u) for different numbers of dimensions (n).

Open and filled circles correspond to larger (r = 0.3) and smaller

(r = 0.1) average mutations sizes, respectively. From bottom

to top the curves correspond to greater variability of random

environmental shifts (Poisson process with expected time be-

tween changes τ) and their respective curve fittings: dotted

lines (for τ = 106), for larger and smaller averaged mutation

size, 0.0080
√

n and 0.0131
√

n, respectively, dot-dashed lines (for

τ = 3 · 105) 0.0217
√

n and 0.0335
√

n, respectively, and dashed lines

(for τ = 105) 0.0577
√

n and 0.089
√

n, respectively. General param-

eters used were: population size N = 1000 and amplitude of envi-

ronmental variability σa = 0.85. (Modified from Razeto-Barry et al.

2011).

they have a less-significant contribution in phenotypic evolution.

If regulatory changes are larger than structural changes (King and

Wilson 1975) then this effect would be stronger given that the

expected rate of adaptive substitutions is lower for greater muta-

tion size (Fig. 2, Box 1). Thus the relatively large average size

(King and Wilson 1975; Tuch et al. 2008) and low pleiotropy of

mutations in cis-regulatory regions may explain how with fewer

mutations these structures can contribute substantially to pheno-

typic evolution.

It is probable that genetic adaptation involves a combined

effect of protein-coding and cis-regulatory changes (Hanikenne

et al. 2008; Lynch et al. 2008; Tuch et al. 2008). For example, after

gene duplication and subfunctionalization, protein-coding muta-

tions could fine-tune some protein function and cis-regulatory

mutations could specify regulatory expression for this function

(Zhang 2003). Thus, we should expect adaptive gene subfunc-

tionalization to involve few cis-regulatory and a larger number

of protein-coding changes. This prediction could be contrasted

with studies such as that of Hanikenne et al. (2008) who showed

that adaptation to metal hyperaccumulation in Arabidopsis halleri

required triplication of a metal pump membrane protein and cis-

regulatory changes. However, although pairwise comparisons of

promoters and coding sequences with its sister species A. thaliana

were performed (Hanikenne et al. 2008, Table S1) it still remains

to be shown which of these substitutions were functional.

Conclusions
We claim that signals of a lower number of advantageous sub-

stitutions are not necessarily signals of a lower adaptive contri-

bution. Considering geometrical constraints allows the prediction

that average cis-regulatory substitutions will have a greater av-

erage adaptive contribution than protein-coding nonsynonymous

substitutions. Thus in principle cis-regulatory regions may be a

preponderant cause of phenotypic evolution, because their lower

number of adaptive mutations may be balanced by the higher

average size of their adaptive contributions. Our theoretical pre-

diction may be tested when selection coefficients for a number

of cis-regulatory and protein-coding mutations have accumulated.

Identifying adaptive mutations is difficult in the first place and the

estimation of their selection coefficients is also challenging. Nev-

ertheless, the comparison of selection coefficients calculated for

cis-regulatory versus structural mutations may be possible using

different methods and across different evolutionary timescales.

For example, fitness effects on individual genes with new muta-

tions are beginning to be available for measurements in natural

species by next generation sequencing (Stapley et al. 2010). On

the other hand, using sequence data it has been possible to es-

timate selection coefficients for particular classes of mutations

at the genomic scale (Nielsen 2005). Thus, understanding differ-

ences in the size of phenotypic effect and adaptive contribution

of different kinds of substitutions may renew the idea that ma-

jor adaptive shifts can take place by molecular changes without

accelerated protein or DNA evolution (King and Wilson 1975),

and also may help to explain why the rate of molecular evolution

seems to be decoupled from the rate of phenotypic evolution (e.g.,

Meyer et al. 1990; Sturmbauer and Meyer 1992). These seem to

be necessary steps to understand the relationship between genetic

evolution and phenotypic evolution, which in turn is necessary

to make evolution more predictable and explanatory (Stern and

Orgogozo 2008, 2009; Razeto-Barry and Frick 2011).
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Box 1. The rate of adaptive
substitutions increases with
pleiotropy
Let D be the Cartesian distance between the wild-type (A) and

the optimum phenotype (O) (Fig. 1). If time is measured in the
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scale of the rate of mutations, then the ratio between the number of

advantageous mutations fixed in a population (k+) and the number

of mutations (μ) during an adaptive bout (k+/μ) will be equal

to D/d , where d is the average distance that phenotype advances

toward the optimum when an advantageous mutation is fixed. Orr

(2000) showed that d = (
√

π/2)(r/
√

n), where r is the size of

mutations. Therefore, the rate of advantageous substitutions in an

adaptive bout should be k+/μ = (D/r )(
√

2/π)
√

n.

Simulations of molecular evolution in which the optimum

is randomly moved by environmental changes show a selec-

tive scenario in which the majority of substitutions are fixed by

positive natural selection and the rate of advantageous substi-

tutions increases with gene pleiotropy as n1/2, being this effect

stronger for smaller mutation sizes (Fig. 2, see Razeto-Barry et al.

2011).
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